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CHAPTER 1

INTRODUCTION

Summary

Cryptology continues to co-evolve with state-or-the-art communication and computing technologies.
Just as previous technological breakthroughs, such as the telegraph, radio, electro-mechanical devices,
and personal computers, compelled cryptography to replace broken or weak ciphers, the advert of
widespread embedded devices induces new cryptographic vulnerabilities. Material vulnerabilities
appear at circuit-level, where a malicious user can measure or physically stress transistors’ states.
Physical observations can be correlated to the processed data by side-channel analysis. Malicious data
modifications lead to fault attacks. The emergence of these low layer attacks arises an assumption that
cryptography is necessary for private communication and secure processing, but it is not sufficient. As
such, cryptographic algorithms must be protected from malicious analysis.

This chapter describes secure embedded design essentials. Section 1.1 presents a brief introduction
to the history of cryptology, which highlights changes in cryptography after several technological
breakthroughs. Section 1.2 describes terminology and cryptographic concepts used throughout the thesis.
Section 1.3 provides the technical details of SPN and Feistel block ciphers. Section 1.4 briefly explains
public key cryptography and Section1.5 describes digital signatures. All the described cryptographic
algorithms are referenced in the following chapters.
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1.1 A Brief Introduction to Secure Communication

Private communications and secure processing relies on cryptography, defined as the study of techniques
for securing digital information, transactions, and distributed computations. The first evidence of
cryptography can be traced back to the Ancient Times (about 3000-2000 B.C.), in Babylonia and the Old
Kingdom of Egypt [Dar04]. Cryptanalysis, the study of breaking cryptographic systems and gaining
access to the contents of ciphertexts, has co-evolved with cryptography. The history of encryption is the
history of "the contest of wits" between cryptography and cryptanalysis - new ciphers being designed
to replace old broken designs, and new cryptanalytic techniques being invented to crack the improved
schemes.

Encryption, as much as any other algorithm, can be seen as a sequence of instructions. These instructions
describe the computations that transform a plaintext (a clear data) to a ciphertext (a scrambled output).
Any computation ultimately involves a computing device, for instance, a smart-card, a tablet, a mobile
phone, a personal computer, etc. Hence, among other factors, the computing devices’ capabilities are
correlated to advances in cryptology, defined as the combined study of cryptography and cryptanalysis.

Looking back into the history of technology helps the understanding of cryptologic achievements. Before
the invention of the telegraph in 1844, all ciphertexts were handed physically. Telegraph communications
could be easily intercepted, so a need for secure communication over unprotected channels has appeared.
At first, a Vigenere cipher was widely used [Sin11]. In 1863, Friedrich W. Kasiski [Kas63] discovered
a solution to all periodic polyalphabetic ciphers, which until that time were considered unbreakable.
Therefore, Vigenere ciphers had to be replaced.

Just as telegraph changed cryptography in 1844, radio changed cryptography in 1895. Now transmissions
were open for anyone’s inspection, and physical security was no longer possible. Until 1917, transmis-
sions were encoded in Baudot code as for the use with teletypes [Mog08].! The American Telephone
and Telegraph Company was very concerned with the ease of reading the Baudot code, so Gilbert S.
Vernam [Ver58] developed an encryption machine that added the plaintext electronic pulses to a key
to produce ciphertext pulses. Vernam’s encryption machine was never widely used but the addition
modulo-2 together with the use of the same keystream to encipher and decipher are the basis of modern

cryptography.
The use of cryptographic machines dramatically changed the nature of cryptology. Cryptography
became intimately related to machine design, and security personnel became involved in the protection

of these machines. The basic systems remained the same, while encryption methods became reliable and
electromechanical.

The next major advancement in electromechanical cryptography came with the invention of the rotor
machine by Theo van Hengel and Rudolf Pieter Cornelis Spengler [MPM96]°. The rotor is a thick disk
with two faces, each with 26 brass contacts separated by insulating material. Each contact on the input
(plaintext) face is connected by a wire to a randomly chosen contact on the output (ciphertext) face.
Each contact is assigned a specific letter. An electrical impulse applied to a contact on the input face
will result in a different letter being an output of the ciphertext face. A single rotor thus implements
a monoalphabetic substitution cipher. This rotor is set in a device that takes plaintext input from a
typewriter keyboard, and sends the corresponding electrical impulse to the plaintext face. The ciphertext
is generated by the rotor, and printed and/or transmitted.

German codes during the Second World War were predominantly based on the ‘Enigma’ machine [Sin11],
which is an extension of the electromechanical rotor machine discussed above. Enigma defined a
polyalphabetic substitution cipher, with a period before the repetition of the substitution alphabet that
was much longer than any message, or set of messages, sent with the same key. Marian Rejewski
could build the first brute-search electro-mechanical device that was dubbed the bomba kryptologiczna
or cryptologic bomb. Rejewski has written [Rej82] about the device: "The bomb method, invented in the
autumn of 1938, consisted largely in the automation and acceleration of the process of reconstructing daily keys.
Each cryptologic bomb (six were built in Warsaw for the Biuro Szyfréw Cipher Bureau before September 1939)
essentially constituted an electrically powered aggregate of six Enigmas. It took the place of about one hundred
workers and shortened the time for obtaining a key to about two hours."

IThe symbol rate measurement unit, known as the baud, is derived from Baudot’s name.
2Previously, the invention had been ascribed to four inventors working independently and at much the same time: Edward
Hebern, Arvid Damm, Hugo Koch and Arthur Scherbius.
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Shannon was one of the first modern cryptographers to apply advanced mathematical techniques to
cryptology. Shannon'’s seminal paper [Sha49] introduces the fundamental secure private communication
model still in use as we write these lines. This model, illustrated on Fig. 1.1, describes a communication
between the two endpoints, sharing the same secret key K. A transmitter encrypts a plaintext P with
K,ie.,C = Eg(P). A ciphertext C'is then sent to a receiver via an unprotected channel. The receiver
recovers the initial plaintext P by decrypting the ciphertext P = E'(C). During transmission, C is
observed by an eavesdropper. Her® goal is to learn P. The sender’s and the receiver’s goal is to secure the
communication channel, so that C' could not be decrypted.

Black Box Black Box

Transmitter Receiver

Eavesdropper
Figure 1.1 — Shannon’s model of a secrecy system.

In Shannon’s model, the cryptographic algorithms Ex and Ej' are assumed to be executed inside the
two Black Boxes. The adjective black means that Eve does not know the secret material used inside the
box, i.e., keys, look-up tables, etc. The word box is used to indicate that there is a mechanism inside the
box, which is a publicly known algorithm itself.

Shannon’s model was developed during an era in which cryptography was mostly reserved for military
and governmental use. During that epoch, cipher algorithm design was treated with the strictest
secrecy by nations. Nevertheless, when PCs became widespread, the need for encryption in commercial
applications increased. This created a need for public cryptographic algorithms. In 1973, the National
Bureau of Standards (NBS, which later became the National Institute of Standards and Technology or
NIST) issued a public call for a block cipher to be adopted as a standard by the U.S. government. NBS
approved the Data Encryption Standard in 1976 [0S77]. This was a historically significant trigger for
cipher development.

Just as telegraph and radio changed cryptography in the 19th century, embedded systems drastically
influenced cryptography and cryptanalysis at the end of the 20th century. As smart objects increasingly
find application in communication, medical, tracking, and other daily services, an adversary can gain
access to a device during the encryption process. Gaining physical access to those devices implies
that they can be examined and manipulated, so the Black Box assumption is being increasingly put in
question. This imposed a significant change in the adversarial model, namely, not only the channel but
also endpoints can be attacked as illustrated in Fig. 1.2.

In a nutshell, a physical system, processing a cryptographic algorithm, may suffer from different circuit-
level security flaws. Firstly, a device can leak information: physical observations and measurements may
be correlated to the processed data. Secondly, physical stress can modify the algorithm’s processing.
Malicious data modifications lead to fault analysis used for cryptanalysis [BS97].

Circuit-level vulnerabilities turned out to be serious threats on par with cryptanalytic attacks [CP02],
middleware vulnerabilities [KDK'14], and software vulnerabilities [SMWO11]. Embedded system
design became a systematic problem considered at different abstraction levels [HSTV06], as illustrated in
Fig 1.3. These levels are:

e Protocol level, which performs a security-related function and applies cryptographic methods, often
as a sequence of cryptographic primitives. A protocol describes how algorithms should be used.

3 As is customary in cryptography, we often refer to the sender as "Alice", to the receiver as "Bob", and to the eavesdropper as
"Eve".
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Gray Box Gray Box

Transmitter "

Figure 1.2 — A model of an embedded secrecy system.

¥ Receiver
Faulty and correct C, P

side-channel data

Eavesdropper

The following functions are typical examples of protocol level abstractions:
- Key agreement
— Entity authentication
— Secure multi-party computation

o Algorithm level, consisting of the design of cryptographic primitives such as hash functions or block
ciphers. For example, AES [AESO1], SHA [FIP95], DES [0S77], and others.

o Architecture level, consisting of secure hardware/software partitioning and embedded software
techniques to prevent software attacks.

o Microarchitecture level, which deals with the hardware design of the required modules (processors
and cryptoprocessors) specified at the architecture level.

o Circuit level, which requires implementing transistor-level and package-level techniques to thwart
various physical-layer attacks, such as side-channel and fault analysis, which are the subject of this

thesis.
TLS,
IKE, ZKP, CRP Protocol level
/ AES, LED, DES \ Algorithm level
Harvard/Von Neumann, .
0S, Embedded software Architecture level
/ RING, PUFs, IP blocks \ Microarchitecture level

/ nMOS, pMOS, transistors \ Circuit level

Figure 1.3 — Embedded security pyramid.

The two lowermost levels attracted a lot of attention since the middle of the 1990s. First of all, timing
attacks, introduced by Kocher in 1996 [Koc96], showed that the microarchitecture level can be used to
unveil secret cryptographic keys. That same year, Boneh et al. [BDL97] proposed a theoretical attack
revealing a private RSA key by a single random fault injection. Then, in 1998 [K]J]99], Kocher showed
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that a circuit’s power consumption could also compromise system secrecy. These three articles launched
the field of hardware attacks. The low level attacks led to a conclusion that cryptography is necessary
for private communication and secure processing, but that is not sufficient. As such, cryptographic
algorithms must be protected from malicious analysis, specifically side-channel and fault attacks.

The ultimate goal of this thesis is to analyse several popular protective schemes, as well as to show ways
in which they can be broken. Particular attention is paid to:

e Adapt the Hilbert Huang Transform to break hiding side-channel countermeasures.

e Describe key-dependent distributions leading to "blind" key exposure, i.e., without knowledge of
plaintexts and ciphertexts.

e Show that the injecting of multiple faults is feasible against complex systems.

1.2 Cryptographic Terminology and Concepts

The following list of terms and basic concepts is used throughout this thesis. The definitions are taken
from [HPSS08, MVOV96, MP13].

e A denotes a finite set called alphabet of definitions. A = {0, 1} is the frequently used binary alphabet.
Note that any alphabet can be encoded in terms of the binary alphabet.

e P denotes a set called the plaintext space. According to Shannon’s model illustrated on Fig. 1.1,
P € P called a plaintext is an initial data encrypted by a transmitter.

e C denotes a set called the ciphertext space. In Shannon’s model, an element C' € C is called a
ciphertext.

e K denotes a set called the key space. An element K € K is called a key.

e Each element K € K uniquely determines a bijection from P to C, denoted by Ex. Ek is called an
encryption function or an encryption transformation. Note that Ex must be a bijection if the process is
to be reversed for a unique plaintext message to be recovered from each distinct ciphertext.

e An element KP € K determines a bijection from C to P, denoted by Dgn. Do is called a
decryption function or decryption transformation.

e The process of applying the transformation Ex to a plaintext P € P is referred to as encrypting P
or the encryption of P.

e The process of applying the transformation Dy to a ciphertext C' € C is referred to as decrypting
C or the decryption of C.

e An encryption scheme consists of a set {Ex : K € K} of encryption transformations and a corre-
sponding set { Dxp : KP € K} of decryption transformations with the property that VK € K there
isakey K" € K such that Dgp = Ei'; thatis, Dgo (Ex(P)) = P for all P € P. An encryption
scheme is also referred to as a cipher.

e The keys K and K are referred to as a key pair and are sometimes denoted by (K, K). Note that
K and K could be identical.

e M is the set of messages which can be signed.* M consists of strings of symbols from A.
e Sis a set of elements called signatures, possibly binary strings of a fixed length.

e Sign, is a transformation from K x M to S, called a signing transformation for entity A>. The
transformation Sign , is kept secret by A, and will be used to create signature for messages from
M.

e Ver, is a transformation from the set K1 x M x S to the set {true, false}. Ver 4, called a verification
algorithm for A’s signatures, is publicly known, and is used by other entities to verify signatures
created by A.

4To prevent ambiguity between a plaintext P € P and an RSA’s prime number p the messages space notation M for asymmetric
ciphers is different from the plaintexts space notation P used in symmetric ciphers.
5The names of Alice and Bob are usually abbreviated to A and B respectively
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Definition 1 [Ring] A ring is a nonempty set R together with two operations, "+" and "-" such that:
1. (R,+) is an abelian group;
2. -is associative, thatis for alla,b,c € R, a-(b-¢) = (a-b) - ¢;
3. left and right distributive laws hold: for all a,b,c € R
a-(b+c)=a-b+a-cand(b+c)-a=b-a+c-a
Definition 2 [Field] Let R be a ring.
1. Ris a ring with identity if the ring has a multiplicative identity.
2. Ris commutative if "-" is commutative.
3. Ris an integral domain if it is commutative with identity and a - b = 0 implies a = 0 or b = 0, for

any a,b € R.

"non

4. Ris adivision ring (also called a skew field) if a nonzero element of R form a group under "-".
5. Ris afield if it is a commutative division ring.

If p is prime, then the set IF,, of integers modulo p with its addition, subtraction, multiplication, and
division rules is a field. Finite fields are also sometimes called Galois fields, after Evariste Galois [Gal97],
who studied them in the 19th century. Yet another notation for F, is GF(p), in honor of Galois. An
additional notation for I, is Z,, although in number theory the notation Z,, is more commonly reserved
for the ring of p-adic integers.

Definition 3 [Symmetric Cipher] An encryption scheme {Ex : K € K}, {Dgo : KP € K} is called
symmetric cipher (also symmetric-key, single-key, one-key, and conventional [Mol06]) if for each key pair
(K, KP), it is computationally easy to determine K knowing only K7, and to determine K knowing
only K.°

Two types of symmetric ciphers are commonly distinguished: block ciphers and stream ciphers.

Definition 4 [Block Cipher] A block cipher is an encryption scheme that splits the plaintext P into strings,
called blocks, of fixed length n, called the block length, over an alphabet 4, and enciphers one block at a
time.

Stream ciphers are, in one sense, very simple block ciphers having block length equal to one.

Definition 5 [Keystream] Let K be the key space for a set of encryption transformations. A sequence of
symbols K1, K5, K3 ... K; € K, is called a keystream.

Definition 6 [Stream cipher] Let A be an alphabet of ¢ symbols and let Ex be a simple substitution
cipher with block length 1 where K € K. Let P, P, P; ... be a plaintext string and let K1, K>, K3 ...
be a keystream from K. A stream cipher takes the plaintext string and produces a ciphertext string
Cl, CQ, 03 ... where CZ = EKi(P’L)

Most well-known symmetric encryption techniques are block ciphers. Two important classes of block
ciphers are substitution ciphers and transposition ciphers.

Definition 7 [Simple Substitution Cipher] Let A be an alphabet of ¢ symbols and P be the set of ¢
strings of length n over A. Let K be the set of all permutations over A. Define for each K € K an
encryption transformation E as:

Ex(P) = (K(P),K(P),...,K(P,))=(C1,Cs,...,C,)=C

where P = (P, P, ..., P,) € P. In other words, replace (substitute) each symbol P; € A in an n-tuple
by another symbol K (P;) € A according to some fixed permutation K. E is called a simple substitution
cipher or a mono-alphabetic substitution cipher.

Definition 8 [Simple Transposition Cipher] Consider a symmetric block encryption scheme with block
length n. Let K be the set of permutations of the set {1,2,...n}. For each K € K define the encryption
function

Ex(P) = (Pxay, Pr(2) - Pr(n))

6In most practical symmetric ciphers K = K D,
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where P = (P1, P, ..., P,) € P is the message space. The set of all such transformations is called a
simple transposition cipher.

The modern design of most block ciphers is based on the concept of iterated product ciphers. Product
ciphers were suggested and analysed by Claude Shannon in his seminal publication [Sha49]. To describe
product ciphers, the concept of composition of functions is introduced.

Definition 9 [Composition of Functions] Let S,7, and U be finite setsand let f : S — T and g: T — U
be functions. The composition of g and f, denoted g o f (or simply gf), is a function from S to U defined

by (go f)(z) =g (f(z)) forallz € S.

Definition 10 [Product Cipher] A product cipher is a composition of t > 2 transformations Fx, Ex, ... Ex
where each Fi,, 1 <14 <t,is either a substitution or a transposition cipher.

t

The composition of substitutions and transpositions repetitively applied by a block cipher is called a
round. A substitution is said to add confusion to the encryption process whereas transposition is said to
add diffusion. Product ciphers carry out encryption in multiple rounds, each of which uses a different
subkey derived from the original key. One widespread implementation of such ciphers is called a Feistel
network [Fei73], named after Horst Feistel, and notably implemented in the DES cipher. Many other
realizations of block ciphers, such as the AES, are classified as Substitution-Permutation Networks.

In practical ciphers, confusion is often implemented as a set of look-up tables or S-boxes, denoted as S.
An S-box is a nonlinear transform used to map a b-bit element into ¢-bit element:

S :Fgr — Fou (1.1)
During the confusion stage the current n-bit string is fed into an array of m S-boxes, where n = b x m.
The same set of S-boxes may be used in each round, or S-boxes may change from round to round.

The diffusion layer, denoted as D, is a linear transform that reshuffles n-bit inputs.
D . (FQb)m — (]FQb)m (12)

The main purpose of diffusion is to spread small input variations over a significant amount of output
bits. D is designed so that the output bits of any given S-box are spread over different S-boxes in the
next round.

A key mixing operation, denoted as A, combines the n-bit input with an n-bit round key K.

A ‘K[i]: an X IFQn — an (13)

The round keys K/ are derived from the master key K according to a key schedule algorithm. The key
schedule is often made of a simple confusion-diffusion operations set.

Digital signature is another fundamental cryptographic primitive, which is used in authentication and
non-repudiation. The process of signing combines a message and some secret information held by the
signing entity into a binary string called a signature.

Definition 11 [Digital Signature] A digital signature scheme consists of three probabilistic, polynomial
time algorithms (Gen, Sign, Vrfy) along with an associated message space M = {m;} such that:

e The randomized key-generation algorithm Gen takes as input the security parameter r (in unary). It
outputs a pair of keys (Kpup, Kpriv) where Kpyp is called the public key or the verification key, and
Kpriy is called the private key, the secret key, and the signing key.

e For security parameter r, the (possibly randomized) signing algorithm Sign takes as input a secret
key Kpiv and a message m € M and outputs a signature s. We write this as s < Sign Kpnv (m).

e For security parameter r, the deterministic verification algorithm Vrfy takes as input a public
key Kpup, @ message m € M, and a (purported) signature s. It outputs a single bit b, with b = 1
signifying “accept” and b = 0 signifying “reject”. We write this as b < Vrfy  (m,s).

To describe fault attacks against block ciphers the following definitions are required:

Definition 12 [The Hamming Weight] The Hamming weight of a string = over an alphabet of definitions
Ais defined as a number of non-zero symbols in the string. More formally, HW(x) = |{i : z; # 0}|.
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Definition 13 [T-Radical Branch Number] T-radical branch number Br of a linear diffusion layer D is
defined as:

BT(D)ZHWH(%1 AHW(D (2))}, z € (Fy)™

Definition 14 [Entropy] Let X € Fy: be a discrete random variable. Then, the entropy of X is defined to
be the following quantity expressed in bits

— Y Pr[X = 2] log,(Pr[X = x]) (1.4)

IEFQb

Note that if variable X is uniformly distributed (i.e., Pr[X = 2] = 27% Va € Fy) then H(X) = b.

Theorem 1 [Primitive Root Theorem] Let p € N be a prime number. Then there exists an element g € I,
whose powers give every element of F,,, i.e.:

Fiﬂ = {1’9792’ e 7gp—2}
Elements with this property are called primitive roots of ), or generators of IF,.

The number of primitive roots in the finite field IF,, is given by Euler’s phi function ¢(p — 1).

Definition 15 [Euler’s Phi Function] Euler’s phi function (also known as Euler’s totient function) is the
function ¢(p) defined as follows

#(p) = #F, = #{0 < a < p: GCD(a, p) = 1}

Theorem 2 [Fermat’s Little Theorem] Let p € N be a prime number and let ¢ € N. Then

-1 lmodpifpta
Qa =
Omod pifp|a

where p { a denotes that a is not divisible by p and p | a denotes that a is divisible by p.

1.3 Block Ciphers

1.3.1 Substitution-Permutation Networks

A Substitution Permutation Network (SPN) is a composition of invertible transforms. A typical SPN-based
block cipher, shown on Figure 1.4, consists of NV, rounds described by equation (1.5).

Eic: A ljcim IIS <QAIK o Do IIS”>0AK (15)

=

where the notation || SET] indicates S-box outputs concatenation.

Note that the very first and last operations performed in this SPN are sub-key mixing operations. This is
called whitening and is regarded as a useful way to prevent an attacker from even beginning to carry out
an encryption or decryption operation if the key is unknown.

At the last round, D is not applied. Consequently, the encryption algorithm can also be used for
decryption, if appropriate modifications are made to the key schedule and if all the transformations
D", SET], and A | are replaced by their inverses. To ensure invertibility the SPNs’ S-boxes must be
bijective.
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Figure 1.4 — A typical SPN-based block cipher.

The Advanced Encryption Standard

The Advanced Encryption Standard (AES) is an SPN-based block-cipher that processes 128-bit blocks and
supports keys of 128, 192 or 256 bits [AES01]. Key length is denoted by Nx = 4, 6, or 8, and reflects the
number of 32-bit words in the key. At start, the 128-bit plaintext P is split into a 4 x 4 matrix S of 16
bytes called . The state goes through a number of rounds to become the ciphertext C.

The number of rounds N, is a function of Nk. Possible {N,., Ni } combinations are {10, 4}, {12,6} and
{14,8}. A particular round 1 < 7 < N, takes as input a 128-bit state SI"l and a 128-bit round key K"
and outputs a 128-bit state S['*1). This is done by successively applying four transformations called
SUBBYTES, SHIFTROWS, MIXCOLUMNS and ADDROUNDKEY.

Kl C

P ADDROUNDKEY SUBBYTES SHIFTROWS MixCOLUMNS

(N, times)

Figure 1.5 — AES encryption flowchart.

AES encryption starts with an initial ADDROUNDKEY transformation followed by N, rounds consisting of
four transformations, in the following order: SUBBYTES, SHIFTROWS, MIXCOLUMNS and ADDROUNDKEY.
MIxCOLUMNS is skipped in the final round (r = N;). If during the last round MIXCOLUMNS is bypassed,
we can look upon the AES as the 4-block iterative structure shown in Fig. 1.5. Decryption has a similar
structure where the order of transformations is reversed (Fig. 1.6) and where inverse transformations are
used (Note that ADDROUNDKEY is idempotent).
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K] P

C ADDROUNDKEY INVMIXCOLUMNS INVSUBBYTES INVSHIFTROWS

(N, times)

Figure 1.6 — AES decryption flowchart.

1.3.2 Feistel Networks

A Feistel Network illustrated on Fig. 1.7 is an alternative block cipher design [0S77]. The building blocks,
such as confusion, diffusion, and key mixing, are the same; the difference is at the high-level design.
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Figure 1.7 — A typical Feistel network.

Similar to SPNs, a Feistel network operates in a series of rounds. Each round applies a round function
that needs not be invertible. Round functions typically contain components like S-boxes and mixing
permutations, but a Feistel network can deal with any transformation irrespective of their design [KLO07].
A Feistel network applies a set of subkeys KU, K2l .. K["l derived from a master key K.

The i-th round of a Feistel network operates as follows. The input to the round is divided into two
halves of size n/2 denoted L;_1, R;_; (with L and R denoting the "left half" and "right half" of the input,
respectively). The i-th round function f; takes an n/2-bit input R;_; and a round key K" to produce an
n/2-bit output. The output (L;, R;) of the round is given by

L =R;_;

Ri =Ly @ fi(Ri—1, K1)

Splitting an n-bit plaintext into two n/2 values gives the initial left L, and right R, halves.

A Feistel network is invertible regardless of the round functions f;. Given the output (L;, R;) of the i-th
round, (L;_1, R;_1) can be computed as follows:

Ri1=1L;
Li_1 = Ri @ fi(Ri_y, K1)
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Data Encryption Standard

DES is the most famous Feistel network cipher. This section provides a high-level overview of the DES
main components. The detailed description can be found in the DES specification [0S77].

Ry

32 bits

E(R;—1)

[e]
48 bits K 48 bits

D
%

D(S[E(R;—1) ® K]

32 bits

Figure 1.8 - DES round function f(R;_;, KI")).

The DES block cipher is a 16-round Feistel network with a block length of 64 bits and a key length
of 56 bits.” The DES key schedule derives 48-bit round keys K1, ..., K16. All rounds apply the same
non-invertible round function f(R;_;, K¥) illustrated on Fig. 1.8. The round function transforms a
32-bit input R;_; and a 48-bit round key Kl into a 32-bit output as follows:

f(Ri—1, K"y = D(S[E(R;_) & K]

An input R;_; is expanded to 48-bit value R;_,. This is done by simply duplicating half the bits of R;_1,
denoted by R,_; = E(R;_1) where E represents the expansion function.® Following this step, computation
proceeds similary to an SPN: the expanded value R/_, is xored with the round key K", and the resulting
value is divided into 8 blocks, each of which is 6-bit long. Each block is passed through a (different)
S-box that yields a 4-bit output. All S-boxes outputs are concatenated into a 32-bit value. As a final step,
a mixing permutation D ? is applied to obtain the round function’s output.

An initial permutation (IP) of the 64-bit input block is added to the DES beginning. To maintain the
property that the encryption network can be reused for decryption, DES requires the inverse operation
IP~! to be applied to the output of the network.

1.4 Public Key Cryptography

If Alice and Bob want to exchange messages using a symmetric cipher, they must first agree on a secret
key K. The eavesdropper (Eve) monitors the communication channel between the sender and receiver,
so the key K cannot be sent in clear. A solution for secure key exchange was proposed by Whitfield

7Every 8-th bit of 64-bit key is used for parity.
8Be aware that the expansion function notation F is different from the encryption notation Fx .
9To avoid confusion with a plaintext notation P, the standard DES mixing permutation notation P is replaced by D.
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Diffie and Martin Hellman [DH76].19 As usual, there are spaces of keys K, plaintexts M, and ciphertexts
C. However, an element K € K is a pair of keys:

K= (KpriV» Kpub)

composed of the private key and the public key, respectively. For each public key Ky, there is a corre-
sponding encryption function:

EKpub M —=C

and for each private key K, there is a corresponding decryption function:

DKP :C—> M

Tiv

These have the property that if the pair K = (Kpiv, Kpup) belongs to the key space K, then:

Vm e M: Dg,,, (EKpub(m)) =m

For an asymmetric cipher to be secure, it must be difficult for Eve to compute the decryption Dy, (c)
function even if she knows the public key Ky, Note that under this assumption, Alice can send K, to
Bob using an insecure communication channel, and Bob can send back the ciphertext E,, (m), without
worrying that Eve will be able to decrypt the message m.

1.4.1 Diffie-Hellman’s Key Exchange

Diffie-Hellman's key exchange solves the secure key exchange problem over unprotected channels,
where all traffic is observed by Eve. The protocol relies on the Discrete Logarithm Problem (DLP), i.e., the
absence of an efficient general method for computing discrete logarithms on conventional computers.

Definition 16 [Discrete Logarithm] Let g be a primitive root of F, and let » > 1 to be an element of FF,,.
The Discrete Logarithm Problem (DLP) in F,, is the problem of finding an exponent = such that

g* = h mod p

The number z is called the discrete logarithm of h to the base g and is denoted by log, (h).

The Diffie-Hellman protocol is illustrated on Fig. 1.9. The first step is to agree on a large prime p and a
primitive root g mod p. Secret values, that cannot be transmitted over the insecure channel, are shown in
red in Fig. 1.9. The prime p and the integer g are publicly known, e.g., they might be posted in a public
directory. The next step for Alice is to pick a secret integer x 4. Bob picks an integer = 5 that he keeps
secret. Bob and Alice use their secret integers x 4, x g to compute Y4 and Y respectively. Y4 and Y are
public, so Alice and Bob can exchange these values over the insecure channel. Finally, Bob and Alice use
their secret integers z 4, x g to compute the values Yg 4 mod p and YX 5 mod p, which are identical. This
common value is used to derive the shared key K.

Eve knows the values Y, and Y3, so she knows g*4 mod p and g2 mod p. She also has the values of g
and p. If she can solve the DLP, then she can find z 4 and =, which allows her to compute the shared
secret value K. Alice and Bob are safe unless Eve is able to solve the DLP. More precisely, they are safe
until Eve can solve the Diffie-Hellman Problem (DHP). The DHP is no harder than the DLP.

Definition 17 [Diffie-Hellman Problem] Let p be a prime number and g a generator. The Diffie-Hellman
Problem (DHP) is the problem of computing the value of g** mod p given g* mod p and g” mod p.

10Tt turns out that the concept of public key encryption was originally discovered by James Ellis while working at the British
Government Communications Headquarters (GCHQ). Ellis’s discoveries in 1969 were classified by the British government and were
not declassified and released until 1997, after Ellis” death. It is now known that two other GCHQ researchers, Malcolm Williamson
and Clifford Cocks, discovered the Diffie-Hellman key exchange algorithm and the RSA encryption scheme, respectively, before
their rediscovery and public dissemination by Diffie, Hellman, and Rivest, Shamir, and Adleman. To learn more about the
fascinating history of public key cryptography, see for example [Ada97, E1197, HPSS08, Sin11].
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Diffie-Hellman Key Exchange

Alice Bob
TA & Zy TB & Lp
Ya =g"* modp Y =g"" mod p
p,g,Ya
Y
K =Y;* mod p K =Y,” modp

Figure 1.9 — Diffie-Hellman key exchange.

1.4.2 The Rivest-Shamir-Adleman Algorithm

Bob and Alice have the usual problem of exchanging secret information over the insecure channel.
Diffie-Hellman key exchange accomplishes the task of secure communication relying on the conjectured
hardness of the DHP. The RSA public key algorithm is based on another paradigm, namely, the difficulty
of factorizing large numbers.

RSA is the acronym of the initial letters of the surnames of Ron Rivest, Adi Shamir, and Leonard
Adleman, who first publicly described the algorithm in 1977 [RSA78]. RSA key generation, encryption,
and decryption are summarized on Fig. 1.10. All the secret algorithm’s components are shown in red.

Alice’s secret key is a pair of large primes p and ¢. Her public key is the pair (IV, e) consisting of the prod-
uct N = pg and an encryption exponent e relatively prime to (p—1)(¢—1),i.e., GCD (e, (p — 1)(¢ — 1)) = 1.
Bob takes his plaintext and converts it into an integer m = N. Bob encrypts m using the public key

c=m®mod N

The integer c is the ciphertext, that Bob sends to Alice over the insecure channel. Using Fermat’s Little
Theorem Alice can recover the plaintext m by computing

¢ mod N = m® mod N = m'T*@=D@=1 1164 N = m mod N

A crypto scheme is said to be malleable if the attacker is capable of transforming the ciphertext into
another ciphertext which leads to a known transformation of the plaintext [PP09]. The attacker does not
decrypt the ciphertext; however, he is capable of manipulating the plaintexts in a predictable manner. In
case of RSA this is easily achievable. Let the attacker to replace the ciphertext c by r°c, where r € N. If
the receiver decrypts the manipulated ciphertext, he computes:

(rec)? = r°m*® = rm mod N

The malleable ciphertext problem can be resolved by padding, which embeds a random structure into the
plaintext before encryption. Modern techniques such as Optimal Asymmetric Encryption Padding (OAEP)
for padding RSA messages are specified and standardized in Public Key Cryptography Standard #1
(v2.2) [Lab12].

The security of RSA depends on the adversary inability of computing d from the public key (e, V), which
is equivalent to the problem of factoring N into its prime factors p and q¢ as is proven by Bach [BMS86].
Therefore the primes p and ¢ must be correctly chosen. Choosing p and ¢ as strong primes has been
recommended as a way of maximizing the difficulty of factoring N [RS97].

The definition of a strong prime is given in [RS97]. Let |p| be used to denote the length of p in binary. The
following definition is using English words "large prime" that are clarified with specific recommendations
on sizes.
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The RSA public key cryptosystem

Alice (sender) Bob (receiver)

p(iN

q &N
e < Nsuch that GCD(e, (p — 1)(¢ — 1)) = 1

d=e"mod (p—1)(qg—1)
N =pq

Figure 1.10 — RSA key generation, encryption and decryption.

Definition 18 [A Strong Prime] A prime p is considered to be a strong prime if the following conditions
are satisfied:

e pis alarge prime (say, |[p| > 256).
e The largest prime factor of p — 1, denoted p~, is large (say [p~| > 100). That is
p=ap +1
for some integer o~ and large prime p~.

e The largest prime factor of p~ — 1, denoted p~—, is large (say |p~—| > 100). That is

pr=a p +1
for some integer ¢~ and large prime p~ .
e The largest prime factor of p + 1, denoted p™, is large (say [p™| > 100). That is
p=atpt —1
for some integer at and large prime p™.

Definition 19 [Factorization Problem] The integer factorization problem (FACT) is the following: given
a positive integer NV, find its prime factorization, i.e., find pairwise distinct primes p; and positive integers
e; such that N = p{'p5? ... p;*.

The best achieved factoring results against 768-bit RSA was reported by [KAF10]. The authors applied
number field sieve factoring method [LL]JMP93].

RSA algorithm is also based on another problem, namely, the e-th root problem (ERP).

Definition 20 [e-th Root Problem] Let G be a group and e < |G| be an integer. An element b € G is called
e root of an element a € G if we have:
b*=a
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If GCD(e, |G|) holds, then an e root always exists and is unique.

Definition 21 [e-th Root Problem] Given a group G of unknown order, a positive integer e < |G| and an
element a € G, find an element b € G such that ¢ = a.

1.5 Digital Signatures

Symmetric and asymmetric encryption schemes solve the problem of secure communication over
insecure channels. Digital signatures solve a different problem, analogous to the purpose of a pen-and-ink
signature on a physical document. The signer (Alice) has a message m and she wants to create an
additional piece of information s that can be used to prove the message m belongs to her. The verifier
(Bob) wants to ascertain that the pair (m, s) originates from the signer.

1.5.1 RSA Digital Signature

The RSA algorithm can also be used for signing a message m and verifying its signature. The signature
algorithm is similar to decryption, except that the message m is "decrypted" with the private key (d, p, q)
as shown on Fig. 1.11. The validity of the signature s is verified similarly to the RSA encryption

s mod N =m®mod N =m

The RSA digital signature

Alice (signer) Bob (verifier)

P EN

qﬁ N

e < N such that GCD(e,(p —D(g—-1)) =1
d=e"mod (p—1)(¢g—1)

N =pg

N,e
.............................................. Signature ...
meN m<N
s=mmod N

s
............................................. Verification . ...ttt

Check that m = s® mod N

Figure 1.11 — RSA digital signature.

The NSA document [NSA15] recommends to use at least 3072-bit modulus when RSA is used for key
establishment and authentication. The computation of RSA signatures can be accelerated by a factor four
using the Chinese Reminder Theorem (CRT) [QC82] where a private key is given by the components
(p,q,dp,dy,i,) with d, = d mod (p — 1), d, = d mod (¢ — 1) and iy, = ¢~ mod p. The CRT-RSA process
is the following:
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First compute:
Sp = m% mod p
54 = m% mod ¢
Then compute a final signature using, either Garner’s recombination method:
s = CRT(sp, sq) = 8¢ +q (¢7 " (sp — 84) mod p) (1.6)
or Gauss’s recombination method:
s = CRT(sp, 54) = (qu(q_l mod p)) + (sqp(p_1 mod q)) 1.7)



CHAPTER 2

SIDE-CHANNEL ATTACKS

Summary

Data and computation are the physical quantities in a physical structure, for example, the charge on a
capacitor or a transistor’s state. As embedded systems increasingly find applications in communication,
medical object, tracking, and other services an adversary can access a device and analyse device’s
physical quantities. Leaked physical information can be used to extract secret data by side-channel
attacks.

Side-channel attacks are a serious concern as with moderate efforts they allow to extract secret infor-
mation from various embedded systems. Companies and institutions spend money to research and to
develop countermeasures against side-channel attacks. As we write these lines a query "Differential
Power Analysis" on Google patents service [Goo] results in more than 4,000 entries. Similar query on
IEEE Xplore digital library [IEE] results in more than 6,500 publications.

Side-channel attacks, i.e., the methods exploiting device’s physical leakage, are explained in this chapter.
Section 2.1 discusses static and dynamic power dissipation in CMOS circuits. Section 2.2 explains what
type of information can be extracted with different side-channels. Section 2.3 sub-divides SCA into 4
groups: simple, model-response, template, and algebraic attacks, and presents three statistical distinguishers:
Difference of Means, Pearson Correlation Coefficient, and Mutual Information. Section 2.4 describes
side-channel countermeasures.
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2.1 Why Circuits Leak?

The physical interpretation of data processing (a discipline named the physics of computational systems
[MCB80]) draws fundamental comparisons between computing technologies and provides physical lower
bounds on the area, time, and energy required for computation [Ben73,Key75]. In this framework, a
corollary of the second law of thermodynamics states that in order to perform a transition between states,
energy must be lost irreversibly. A system that conserves energy cannot make a transition to a definite
state and thus cannot make a decision (compute) ([IMC80], 9.5).

At any given point in the evolution of a technology, the smallest logic devices must have a definite
physical extent, require a certain minimum time to perform their function and dissipate a minimal
switching energy when transiting from one state to another. Therefore, side-channel leakage is inherited
from the nature of computations and cannot be avoided.

At the current technology evolution step CMOS devices are the most pervasive. The following sections
explain power dissipation of a CMOS inverter as a basic logic element. Inverter’s power consumption is
the cornerstone of all the CMOS side-channel physical leakages.

2.1.1 CMOS Power Dissipation

The CMOS inverter is the atomic element of all CMOS-semiconductor logic cells. An inverter (Fig. 2.1a)
consists of an nMOS and a pMOS transistors that switch synchronously. When an input logic level is 1,
a pMOS is open while an nMOS drains the output signal to the ground as shown on Figure 2.1b. The
opposite happens when an input logic level is 0, an nMOS does not conduct while a pMOS connects the
output to the Vyq line as shown on Figure 2.1c.

An inverter’s physical layout is illustrated on Figure 2.2, where V.. is a ground level, Vg4 is the power
supply, Vin is an input signal, Vo is the inverter’s output, Tpnp is a parasitic bipolar transistor (p*/N-
well/p™), Tnpn is a parasitic bipolar transistor (n* /P-substrate/n ™). The shunting resistors Ry and
Rqup represent the effective resistance from the well tap to the PNP base and the substrate tap to the NPN
base respectively. p-type substrate is shown in gray and n-type substrate is shown in red.

As stated at the beginning of this chapter, to perform computations energy must be consumed irreversibly.
A CMOS inverter consumes and transforms electrical energy supplied from Vg4 and Vin. The inverter’s
power dissipation consists of two components: dynamic and static leakages.

Dynamic Power Dissipation (DPD) occurs when signals change their logic state and transistor energy is
drawn from the power supply to charge up internal nodes. A small amount of current also flows from
Vaq to the ground when the p- and n- channel transistors turn on shortly simultaneously during logic
transaction.

Static Power Dissipation (SPD) occurs in a stable logic mode when no transactions are performed. When
the semiconductor is powered up it continues to leak a small amount of power at almost all n — p and
p — mjunctions.

Dynamic Power Dissipation

DPD has attracted most of cryptanalysts’ attention as the major cause of side-channel leakage. A
state, when an inverter’s output is changing, is called transiting. When transiting an inverter can be
represented as the circuit shown on Figure 2.3 with two switches, load capacitance C;, and node’s
capacitances Cp # C', associated with the gate’s fanout and with the routing wires, as well as the
parasitic capacitances.

DPD consists of two components: one is the switching power due to charging and discharging of load
capacitances, the other is short-circuit power due to the non-zero rise and fall time of input waveforms.

Short-Circuit Power Dissipation The short-circuit current 45 flows from Vg4 to the ground when the
p- and n- channel transistors turn on shortly at the same time during logic transaction. Short circuit
power dissipation accounts for more than 20% of total power dissipation [Gan]. Short circuit current
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Figure 2.1 - CMOS inverter.
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Figure 2.2 - CMOS inverter layout.

depends on the input’s transition time, capacitive load, and transistor sizes of the logic gate [V594]. As
clock frequency increases transitions increase and so does short-circuit power dissipation.

Switching Power Dissipation When the logic level changes from 0 to 1 a pMOS transistor cuts the
connection between the Out and the V. so there is almost no current going through C;. In contrast
a switch from 1 to 0 opens the nMOS transistor so an additional current iz, flows through Cr. When
there is no transition, i.e., input logic level remains constant, energy is not wasted on capacitive charge.
Consequently, the current flowing through the inverter can be computed as shown in Table 2.1.

Dynamic leakage is very dependent on parasitic capacitances. These parasitic capacitances define an
upper limit of the clock frequency of a transistor and form unbalanced power consumption during logic
level change [MRMO00, Uye92].

Static Power Dissipation

Static leakage becomes increasingly important since n- and p- regions are heavily doped. SPD is usually
not taken into account for side-channel attacks due to the ulterior dependency between binary data
and